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a b s t r a c t

An inventory application of a LoRa-based wireless sensor network on the wind turbines is described to
replace anemometers with the low-cost and precise networked wind speed estimators. It operates with-
out mechanical issues associated with the cup anemometers and provides better data even in the pres-
ence of turbulence, tower shadow, and nacelle body. Each node in this scheme compresses it’s local real
wind speed and electrical measurements and transmits corresponding packets to a center. Due to the
limited memory and computational power available on the sensor side, the modeling task carries out pri-
marily by the central node to eliminate the need for the anemometer. The nodes use the resultant linear
multivariable model to estimate the local wind speed instead of using the anemometer. The methodology
can be applied to the AC or DC turbines with an excellent performance where the LoRa technology min-
imizes power consumption while maximizing the license-free communication range.

� 2019 Elsevier Ltd. All rights reserved.

1. Introduction

The demands for the precise wind speed measurements is
growing in different areas such as the meteorology, aviation, rail-
way, military, roadside weather stations, and wind industry in par-
ticular. Authors in [1] introduce the wind speed measuring
instrument and its principle and structure characteristics for wind
power generation systems. Then, they analyze the advantages and
disadvantages of various wind speed measurement methods.

There are a few known wind speed measuring methods as
follows:

� Mechanical methods by using anemometers as introduced in
[2–4]. The mechanical cup anemometers are massively used
with the Wind Turbine Generators (WTGs), on top of the WTGs,
measuring the wind speed. The cup anemometers are prone to
mechanical wear and corrosion issues [5] and may need main-
tenance. According to [6], the cup anemometers are with their
generic limitations, the principal ones being related to:

– Non-ideal sensitivity to angle of attacks outwith the hori-
zontal plane
– dynamic response
– non-linearity of calibration and variation in calibration
caused by mechanical friction or due to the shape of the cups
– In some cases changes in calibration sensitivity with hor-
izontal wind direction

The first-class products are more corrosion resistant today. As
proof for this, in [7], they evaluate the effect of wind tower
shading, aging of wind anemometers and variation of mean tur-
bulence intensities at the wind measurement site during 55
months. Their study shows that the performance of the sensors
didn’t deteriorate much with time but slightly higher values of
tower distortion factor obtained with the passage of time.

� Thermal anemometers as mentioned in [8–12] are accurate
measuring devices though they have a limited range of
operation.

� Remote sensing- In a long time recording scenario, a cup
anemometer needs met masts for mounting where the associ-
ated costs of the purchase, erection, and instrumentation
increases with height. The evolution of high power WTGs has
resulted in increased hub heights, thus making remote sensing
an important issue for wind energy applications. Remote sens-
ing can determine wind speed and direction at different heights
using a ground-based instrument operating via the transmis-
sion and detection of light (LIDAR) or sound (SODAR) as dis-
cussed in [13]. More details about remote sensing can be
found in [14–19].
Authors in [20,21] evaluate the dynamic action on the bridge
induced by the turbulence wind. They include 3D ultrasonic
anemometers in the structural health monitoring system to col-
lect wind data. Further, field data is gathered and comparative
study is conducted to investigate the boundary layer wind char-
acteristics and wind effects on the super-tall buildings in [22].
Authors of another article, [23] use Floating Lidar Systems
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(FLS) to replace an offshore met mast, being significantly
cheaper and saving an essential part of project upfront invest-
ment costs. They need to overcome the movement of the sea
imparting motion on the Lidar, and maintaining wind speed
and direction accuracy.
The remote sensing methods are the most accurate but also the
most expensive which are not usual to be employed for the real-
time wind speed measurement in WTGs as is the aim of the pre-
sent research.

� Other techniques- In [24], they report a methodology, suitable
for IC integration with MEMS technology, that offers reliable
performance on the wind speed measurement in the range 0–
20 m/s with a precision of about 2:5%.
Researchers in [25] apply direct and inverse modeling of the
wind turbine and in [26], they use online training neural
network-based algorithm for wind speed estimation. Another
article, [27] introduces an extreme learning machine approach
for sensor-less wind speed estimation. The inputs for estimating
the wind speed are wind turbine power coefficient, blade pitch
angle, and rotational speed. They claim that they get better
results than other methods like neural networks etc. [28]
focuses on the Kalman filter used for wind speed estimation
and [29] compares a nonlinear Takagi Sugeno observer for wind
speed estimation with enhanced Kalman Filter techniques.

According to the above-mentioned methodologies, two types of
wind measurements may be conducted before or after the creation
of a wind power site or even a WTG:

� A long term wind speed recording, usually more than a year, for
the potential wind energy evaluation of the site. This measure-
ment is not focused on this research.

� A real-time wind speed measurement as the feedback for the
WTG’s local controller and/or for the power plant controller in
which the present research focuses on this type of
measurement.

The nacelle anemometer is supposed to measure the free real-
time wind speed. However, the flow around the nacelle is turbu-
lent due to numerous sources of disturbances such as blades rota-
tion, rotor geometry, tower shadow and the nacelle body as
mentioned in [30–33]. This is why the present applied research
aims to replace the mechanical cup anemometers with an accurate,
flexible multi-variable model.

In the proposed wireless network-based system, a state space
model (SS model) is primarily made by a central node having the
measured wind speed and other electrical variables. In the next
stage, each Sensor Node (SN) estimates the wind speed (xest) hav-
ing the model and real-time electrical variables. The estimators,
sensor nodes are implemented in a wireless platform to gain more
flexibility for further developments. They can include extra func-
tionality like wireless data acquisition and anomaly detection

towards less supervision and more reliability. Although the cost
of the wired anemometers is comparable to other equipment just
in the low-power WTGs, having a low-noise reliable wind speed
estimation will be an added value regardless of WTG’s power level
which is one of the main contributions of this research. Imple-
menting on a single-core processor, it is for the first time in this
paper to represent both practical and simulation results of an
inventory WSN based wind estimation by employing the long
range, LoRa technology.

For the sake of simplicity of discussions in the proposed simu-
lations, a DC power wind turbine is modeled although the method-
ology can also be extended to AC power WTGs which are more
usual in the higher power. The extension is straightforward since
a black-box SS model is made from the known electrical inputs to
the wind speed. The measured signals of the generator are avail-
able both in DC and AC systems and the rest of the modeling pro-
cedure is quite similar for both systems. Installation of the
developed system on a real WTG is in a future plan.

The present article is summarized in a few sections as follows:
Section 2 briefly refers to the system overview. The next Section 3,
briefly addresses different units in the implemented Arduino101-
LoRa based estimator and their functionality. A black-box linear
state-space model is made in Section 4 where the center-side
model and the sensor side utilization is supported by simulations.

2. System overview

The revolving-cup anemometers are widely used for the wind-
speed measurements in a 3-wire configuration as seen in Fig. 1.
They need electric power and enough wind speed to revolve. Since
the output signal frequency is proportional to the real wind speed,
they provide a logical output which is simply used to calculate the
wind speed.

The useful wind speeds range from 4 m/s to 16 m/s for most
WTGs. Within this range, anemometer accuracy and measurement
repeatability are of utmost importance. Having lower measure-
ment error is important because it is amplified to the 3rd power
while it is translated to electrical power production.

According to the proposed methodology, as shown in Fig. 2, the
anemometer is supposed to be replaced with a WSN-based estima-
tor to offer an economical, tolerant, and flexible solution. SNs
locate on top of the WTGs possibly far away from each other
and/or from a center. They compress various measured data and
store them in their own SD memory card. Then, transmit the com-
pressed data to the remote center in a way the transmission occurs
with the minimum payload in a timely manner. The center then
decompresses the received compressed data, uses the already
made model for further supervisory and/or control purposes. There
are three types of data packets for communication as follows:

� Dxði; kÞ: xth compressed data packet, transmitted by SNi to the
center (SNk).

Nomenclature

xest estimated wind speed
xreal real wind speed
se electrical torque caused by turbine load
sw mechanical torque exerted by the wind to the turbine
sest estimated input torque to WTG
ew wind speed error
Ig generator output current
ILoad main load current
LS least square method

SN sensor node
SS model state space model
Va input voltage of buck/boost converter
Vref reference voltage used in estimator
WSN wireless sensor network
WTG wind turbine generator
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� FxðiÞ: the xth management data packet, generated by SNi for
notifications.

� Synchronization command, data request, settings etc.

Depending on the turbine type and the voltage, a buck/boost
converter might be needed to step delivered voltage from WTG
up or down in order to charge the batteries as illustrated in
Fig. 3. This model is used in the simulations throughout the
paper.

3. Implementation of Arduino101-LoRa based SN

As shown in Fig. 4, an SN includes the following units to per-
form the required functionality:

� Main processor, Arduino 101.
� SD card shield: to record compressed data. The volume can be
whatever more than 1 GB to keep a few months of data.

Fig. 3. System overview including SN, Buck/Boost converter, WTG, and battery pack.

Fig. 2. SNs located far away from center on WTGs.

Fig. 1. WTG with anemometer installed (left) and Revolving-cup anemometer (right).
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� Real-time Clock (RTC) and expansion board: to keep real-time
clock for SNs and terminals for input–output signals.

� A low power, wide range communication technology, LoRa
shield (SX1276MB1MAS).

� Battery pack to supply SN while needed.

3.1. Arduino101 as the main processor

In the center-side, Arduino101 is used to implement the data
management, the wind speed estimator, and also the system iden-
tification algorithm. It is noteworthy that the identification algo-
rithm is only used in the first stage where a model is made
based on the real wind speed measurements and the other data.
In the sensor-side, the compression algorithm [34], data acquisi-
tion, and other control tasks are implemented.

3.2. SD memory card

Fast incoming measured data cannot be transmitted out imme-
diately by the slow LoRa communication. They have to be com-
pressed in size first, stored, and then be transmitted if requested
by the center. To make this possible, an SD memory card is needed
to store compressed data. In addition, a long history of data can be
recorded for future needs. Then, there will be two options for com-
munication of each SN with:

� A gateway (center): In case there are numbers of WTGs in the
network, the compressed data might not be transmitted simul-
taneously unless there are a powerful gateway and appropriate
regulations in place. A more expensive but faster option.

� Another node as the center (node to node): The SNs need to
check the channel first and transmit data in case the channel
is free. A cheaper but slower option.

3.3. Real time clock

The SNs have variable transmitting delay times since they work
independently and that they have to verify the free channels before
they transmit. Each compressed data packet must include a times-
tamp in order for the center to knowwhich SN and whenmeasured
the data. The real-time clock (RTC) keeps clock time for the SNs and
can be synchronized by the center (implemented in this research).
The clock time of each SN can also be provided independently by a
GPS module which is the more expensive solution.

3.4. LoRa module

To make a star topology of WTGs located in a wide area, the
LoRa technology used where the hardware had already been devel-
oped and reported in [34,35] and the software customized accord-
ingly for the present application.

3.5. Battery pack

The SN was designed to be supplied either by two series
lithium-ion batteries (while WTG is not operating) or by a buck/
boost converter for operational WTGs. The batteries are charged
via the buck/boost converter to ensure enough power exists to stay
operational for the processing and communication tasks. Fig. 4
showed two 3.3 V, 2200 VAh, Li-Ion batteries in series connection
to provide enough voltage in the range 6–10 V to supply Ardu-
ino101 and the peripherals.

4. Center-made model of the system

Despite an off-load generator, the terminal voltage of an on-
load WTG of either type (fixed or variable rotor speed) can change
due to the variations in the local controller’s regulatory operation,
the load demand, and the weather characteristics (wind speed,
humidity, weather density, pressure, etc.). As shown in Fig. 5, the
input from an off-load anemometer provides real rotor angular
speed xreal to obtain the wind speed error (ew ¼ xreal �xest) only
during the parameter estimation phase. According to Fig. 6, a vari-
able mechanical input torque (sw) is used as the representative of
the wind speed fed to the generator shaft to highlight the relation-
ship between the rotor speed and the wind speed due to the load
variation. In this relation, se is the torque created by the load cur-
rent in the reverse direction. It is noted that the direction of a WTG
is always controlled by the Yaw system. Therefore, the wind direc-
tion is inherently integrated with wind speed estimation. The
‘‘Load” block in this scheme consists of a buck/boost branch which
is connected to the battery and the processor, in parallel with the
main load. In the end, the load effect on the rotor speed is seen
in the targeted black-box model of the system. The difference
between sw and se is the resultant torque of the rotor which has
linear dynamic relation withxreal. Thisxreal in a DC or AC generator
is approximately proportional to the generated back emf voltage
(Vemf ). Instead, the terminal voltage (Va) in Fig. 6 is affected by both
load current and wind characteristics. Obviously, Vemf and Va dif-

Fig. 4. Developed Arduino101-LoRa module as estimator SN.
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fers because of the total voltage drop on the generator’s inductance
and resistance. The proposed system including the WTG, buck/
boost converter, load, and the battery will be represented by a
black box SS model in the next subsections.

4.1. Input-output selection

Configuring the system identification method, allocation of the
independent electrical inputs and the available output, xreal (or sw
in simulation) was taken into account. Then, a random noise repre-
sented the unknown variables. The measured inputs and output
signals sampled at the maximal sampling rate achievable for the
SN that could be handled based on the developed hardware (1
kHz). In this scheme, Vemf can be calculated either based on the
measured angular speed or by measuring Va and the generator out-
put current (Ig). Therefore, Vemf is not an independent variable and
is not considered as the input in the proposed state space model.
The modeling of the excitation signals are discussed in the next
sections and the system identification is carried out afterward.

4.2. Simulated wind and real wind model

Fig. 7 represents a model where a series of simulated wind
speed data generates sw for the WTG. Then, the resultant correla-
tion between the signals shown in Fig. 8, the generator reference
voltage (Vref ), and current (Ig) are chosen as inputs of the model
and sw, proportional to xreal, is considered as the output. In addi-
tion, another series of the real wind speed data which has been
measured by an anemometer [36] generates a realistic profile of

sw which is used later in an extra model validation (see
Section 4.5).

As already represented in Fig. 2, the load for WTG is a combina-
tion of the main load (conventional load in the range of W; kW or
MW) and a partial load (due to the interaction between the battery,
Arduino101, and peripheral which is less than 1W). Therefore, the
source for the wind speed estimation cannot be made only based
on the rotor speed due to the load effect.

4.3. Load model

According to [34,35], for the simulation purpose, the consumed
power by Arduino101-based SN is extracted from a laboratory test
illustrated in Fig. 9. In addition, the main load model as a combina-
tion of a resistive load and an independent current source is repre-
sented in Fig. 10 where the size of the partial load of SN can be
negligible in the large power WTGs. As seen in Fig. 11, a prepared
module, MT3608 [37] is used as the DC-DC converter due to the
low power dissipation, wide input voltage range (2 V–24 V) and
appropriate maximum output current (2A) and voltage (up to 28
V). To provide appropriate charge current for the battery pack,
the output voltage is set to supply lower charge current than
600 mA during the worst case situations where the lowest battery
charge exists.

4.3.1. System model
The SS model is formulated in the following where uðtÞ; xðtÞ; k,

and D are vectors of size (2� 1), (3� 1), (3� 3), and (1� 3). Input
vector, uðtÞ includes Ig and Vref . The next two parameters, k and D
are assumed zero in this simulation just for a simple presentation.

Fig. 5. Anemo-Modeling system used in the modeling stage.

Fig. 6. Interactions between electrical and mechanical parameters of a typical DC generator.
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_xðtÞ ¼ A� xðtÞ þ B� uðtÞ þ k� eðtÞ
yðtÞ ¼ C � xðtÞ þ D� uðtÞ þ eðtÞ ð1Þ

According to the methodologies proposed in [38] modeling task is
conducted in this research. The provided data is generated by the
wind and load models which were given in Sections 4.2 and 4.3,

the proposed SS model is verified after parameter estimation is
applied by the system identification toolbox (Ident) as follows:

A¼
�0:2118 0:1287 0:0301
0:1053 0:329 �0:4884
0:7268 �0:1401 �0:4322

2
4

3
5; B¼

�5779 �927:3
3:465e4 5533
7:148e4 1:137e4

2
4

3
5

C¼ 1:413 0:07224 0:02787½ �; D¼ 0 0½ �
ð2Þ

Fig. 8. Affected electrical signals when the system is excited by a modeled variable sw .

Fig. 9. Partial load model (left) and consumed current by SN (right).

Fig. 7. Model (left) and diagram (right) of the produced sw as the representative of the wind speed.
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It is noteworthy to mention that the ‘Best Fit’ model is obtained
with a higher order than eight as depicted in Fig. 12. However,
according to ‘AKAIKE’ criterion, the third order model is selected
here regardless of its inherent relative inaccuracy to respect both
the simplicity and accuracy.

4.4. Final model validation based on simulated wind data

As mentioned, to make a generator model with variable rotor
speed due to the load change, a variable sw is applied instead of

xreal. Therefore, sest is the output which can be simply converted
to the xest . In practice, where xreal is available from the anemome-
ter, it will be used instead of the sw. The SN supposed to provide an
accurate xest in order to eliminate the anemometer. This is tested
by simulating the system represented in Fig. 13 in different operat-
ing circumstances through the next subsections.

4.4.1. Obtained model validation while both wind speed and load
change

The system is excited with rich excitation signals from both
excitation points (wind and load) in order to attain the best possi-
ble state space model. By using the MATLAB Ident, an SS model is
properly identified and the comparative diagram of the estimated
and original data is shown in Fig. 14 with 96.63 % fit value. In
the next section, it will be seen that the obtained linear model is
a suitable representative of the anemometer. This can be used in
the simulation with two inputs (Vref and Ig) with the results repre-
sented in Fig. 15. The model output is not as accurate as the result
obtained by Ident (compare Figs. 14 and 15). Because, the precise
parameter values are internally used by Ident where Ident reports
approximated values for model parameters that make a round-off
error when they are applied to an SS model in the simulation phase.
Therefore, it could be more accurate if the original numbers were
available. The identified system is successfully validated with dif-
ferent random excitation signals for both sw and Iload in Ident and
Simulink. The results are shown in Figs. 16 and 17.

Fig. 12. Singular values of a certain covariance matrix constructed from the observed data as a function of the model order.

Fig. 11. Buck/boost converter, simulated scheme (left) and utilized MT3608 (right).

Fig. 10. Main load model as a combination of a resistor and a dependent current
source.
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Fig. 14. Comparison of sw and provided sest by the SS model in model making stage in Ident.

Fig. 15. Comparison of sw and provided sest by the SS model in simulation stage.

Fig. 13. Full model, including the obtained SS model for simulation.
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Fig. 18. Affected electrical signals while sw keeps fixed.

Fig. 16. Validation results by comparing sw as a different random wind and provided sest in Ident.

Fig. 17. Validation results with different random excitation signals by the constructed state space model in Simulink.
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4.4.2. Constant wind speed (or torque in simulation) with variable load
The SN in this validation test estimates sw by the given electric

input signals while the load varies randomly as denoted in Fig. 18.
The next Fig. 19 represents an excellent fit between sw and sest that
verifies the obtained model’s relative accuracy.

4.4.3. Constant load with variable wind speed (or torque in simulation)
The SN in this stage estimates the variable wind torque by the

given electric input signals while the load is fixed. Fig. 20 repre-
sents important signals while IL, the main load current is constant.
Fig. 21 denotes excellent fit between sw and sest that verifies the
obtained model accuracy.

4.5. Model validation by using real measured wind speed data

Additionally, the acquiredmodel is validated by real wind speed
data published in [36]. The diagram of the wind speed is

represented in Fig. 22. The mechanical torque caused by the wind
is applied to the model in Simulink which is always negative in
generator mode of electric machines. The validation diagram, rep-
resented in Fig. 23 indicates a very good fit between the estimation
(generated by the developed model) and the real measurement
data. The diagram of the estimation error is as the following Fig. 24.

5. Conclusions

An invention to replace the wind turbine’s anemometer with a
wind speed estimator in a wireless sensor network platform
described in the present work. The method could offer high accu-
racy and low cost which can be applied in different types of wind
turbines, AC or DC. The turbine supplies power to the conventional
load and to the proposed Arduino101-LoRa based sensor node. The
LoRa module is used to transmit the compressed data in a long
range with minimal power consumption. Applicable even for the

Fig. 19. Detecting a constant torque by electric signals excited by a random load.

Fig. 20. Important signals while the main load keeps fixed.
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Fig. 21. Estimated torque obtained by the SS model vs. real torque (generated by simulated wind speed) while the load is fixed.

Fig. 22. Real wind speed waveform published in [36].

Fig. 23. Estimated vs. real measured wind speed (wind torque).
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low power turbines, the implemented system in the sensor-side
works operator-free and communicates compressed data with
the minimum payload for possible control or supervisory actions
in the center. In particular, the measured data including wind
speed and some electrical variables are used in the center side to
make a model for the source sensor nodes. The model parameters
are transmitted to the node to be used for the real-time wind speed
estimation.

Declaration of Competing Interest
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